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Abstract: This article introduces a framework for evaluating methods of combatting information search in online surveys.
Three empirical studies based on the framework suggest that search is a serious but manageable problem. Search frequency
varies substantially according to question content, ranging from 2% to 30% in batteries of general political knowledge ques-
tions. Deterrence works: a pledge not to cheat reduces search by half. Detection also works: web browser paradata identify
70% to 85% of search, while 60% to 85% of search on knowledge questions is undertaken by respondents who correctly
answer “catch” questions about obscure Supreme Court cases. Detection and deterrence are complementary: deterrence
reduces search ex ante, while detection quantifies success and provides ex post options for dealing with undeterred search.
In combination, the three methods tested (pledge, paradata, and catch) deter or detect more than 90% of search, leaving
search to affect about 0.5% of the remaining observations.

Verification Materials: The data and materials required to verify the computational reproducibility of the results, pro-
cedures and analyses in this article are available on the American Journal of Political Science Dataverse within the
Harvard Dataverse Network, at: doi.org/10.7910/DVN/XNCQR8.

Unsupervised online surveys make it easy for re-
spondents to look up the answers to questions
designed to measure factual knowledge (Clif-

ford and Jerit 2014; Liu and Wang 2014; Shulman and
Boster 2014; Strabac and Aalberg 2011). Researchers have
developed several methods to address information search
(hereafter simply “search”). Likely searchers can be de-
tected using self-reports (Jensen and Thomsen 2014),
“catch” questions that are difficult to answer correctly
without help (Bullock et al. 2015; Motta, Callaghan, and
Smith 2016), and paradata methods that observe the re-
spondent’s engagement with the survey (Diedenhofen
and Musch 2017). Search can be deterred using requests
(Vezzoni and Ladini 2017), pledges or commitment de-
vices (Clifford and Jerit 2016), and admonitions to those
caught in the act (Diedenhofen and Musch 2017).

This article introduces a framework for account-
ing for measurement error in estimates of the preva-
lence of information search. This opens the door for
more specific evaluation of methods to combat it: how
well they perform, why they fall short, and how perfor-

mance changes when methods are combined. The frame-
work is applied to one deterrence method—a pledge not
to cheat—and two detection methods—catch questions
and paradata detection. Three empirical studies yield the
following key findings:

1. Information search is common in political
knowledge surveys. At baseline, search was esti-
mated to be present in 7.8% of answers to widely
used political knowledge questions in Study 1,
17.6% in Study 2, and 11.6% in Study 3. These
estimates are adjusted for false positives and
negatives using a bias correction.

2. Question content affects search. Search fre-
quency varies considerably between questions.
On knowledge questions, search ranged from
2.5% to 11.5% in Study 1, 8.7% to 29.8% in
Study 2, and 1.9% to 21.3% in Study 3.

3. Response scales affect search. In split ballot
experiments, search was 30% to 100% more
common on open-ended questions than on
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multiple-choice questions. Despite this, fewer
respondents assigned to open-ended questions
answered correctly.

4. Deterrence works. A randomly assigned pledge
not to look up the answers reduced search by
about 50% in each study.

5. Detection works. The paradata method de-
tected between 70% and 85% of search in all
three studies. The catch method detected 60%
to 85%.

6. Detection and deterrence are complements.
Combining detection and deterrence eliminates
more search from the data than either achieves
alone. This is because deterrence eliminates
search ex ante without affecting the detection
methods’ ability to detect what remains.

7. Paradata detect search more efficiently than
catch questions. The catch method produces
many more false positives than the paradata
method. In each study, about 90% of those
flagged in paradata looked up the answer to
the knowledge questions, compared with 30%
to 45% of those who answered a catch question
correctly.

8. Catch questions are an unreliable proxy for the
prevalence of search on knowledge questions.
In all three studies, catch questions saw more
than twice as much search as the average knowl-
edge question. Yet when used to approximate the
proportion of respondents who search at least
once, catch questions underestimated in every
case.

9. Multi-method approaches can all but elim-
inate search. In each study, combining the
pledge, paradata, and catch methods reduced
search to 0.5% or less of the unflagged obser-
vations. This falls to 0.1% for questions with
the lowest base rates of search and rises to 0.9%
on the questions with the highest base rates.
The catch method adds the least marginal value.
With the pledge and paradata alone, search can
be reduced to 0.7% of the unflagged observa-
tions at a much lower cost in terms of missing
data.

A few practical takeaways can be distilled from these
findings. First, search is a manageable problem, especially
for questions with low base rates of search. Second, detec-
tion and deterrence have complementary strengths and
weaknesses. Deterrence is valuable because it eliminates
search ex ante. But without detection, researchers are
forced to tolerate an unknown amount of search. Detec-

tion quantifies undeterred search and gives researchers
ex post options for dealing with it. Third, question con-
tent and response scales affect the baseline prevalence
of search and, by extension, the optimal combination
of strategies for dealing with it. Because the costs and
benefits of detection methods vary with the base rate of
search, a combination of strategies that is satisfactory in
one case may be insufficient in another. Finally, paradata
are preferable to catch questions. Though both methods
catch a similar proportion of those who search (sensitiv-
ity), paradata identify searchers with much greater pre-
cision (specificity) and capture variation within respon-
dents and across questions. This makes the researcher’s
options for dealing with information search more attrac-
tive: fewer observations to drop and better options for
dealing with missing data. As elaborated on in the con-
cluding section, catch questions’ value appears limited
to a few circumstances: when paradata are not available,
when the base rate of search is unusually high, and as
“lab rats” for testing the relative efficacy of detection
methods.

Approaches to Countering
Information Search

Relative to traditional interviewer- or lab-administered
surveys, online surveys make search easier for respon-
dents to undertake and harder for researchers to prevent.
Existing research suggests that search is alarmingly preva-
lent. Published estimates based on catch questions and
self-report measures range from 15% to 25% (Bryson
2020; Jensen and Thomsen 2014; Motta, Callaghan, and
Smith 2016; Style and Jerit 2021). Estimates based on
paradata are more varied, ranging from 3% to 30%
(Diedenhofen and Musch 2017; Gummer and Kunz
2019; Höhne et al. 2021). This threatens the validity of
knowledge scales, which are widely used in the study of
politics (Appendix A.6, page A16). In addition to the gen-
eral knowledge scales studied here, search threatens any
survey measures with answers that can be lookedup—
for example, domain-specific measures of knowledge of
history (Starratt et al. 2017), science (Cooper and Farid
2016), politicians’ positions (Ansolabehere and Jones
2010), and outgroup bias (Ahler and Sood 2018).

Researchers use two classes of methods to deal with
search: detection and deterrence. Detection methods
seek to identify respondents who look up the answers.
These include self-reported admissions (Jensen and
Thomsen 2014), “catch” questions that should rarely
be answered correctly by chance (Berinsky, Huber,
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and Lenz 2012; Motta, Callaghan, and Smith 2016),
examining paradata generated by the respondent web
browser (Diedenhofen and Musch 2017; Gummer and
Kunz 2019; Höhne et al. 2021), and collecting browsing
history (Gooch and Vavreck 2019). Deterrence methods
seek to dissuade respondents from searching in the first
place. These include requests (Motta, Callaghan, and
Smith 2016), pledges (Clifford and Jerit 2016), timers
(Domnich et al. 2015), and in-survey admonitions
to respondents who are identified as likely searchers
(Diedenhofen and Musch 2017).

Detection and deterrence have complementary pros
and cons. The key advantage of deterrence is that it elim-
inates search ex ante, avoiding the costs imposed by ex
post methods of dealing with suspected search (such as
dropping observations or imputing missing data). The
more search can be prevented, the less must be tolerated
or dealt with. The chief disadvantages of deterrence are
that (1) not all search is deterred, and (2) on its own, de-
terrence provides no sense of the problem’s scope. Detec-
tion complements deterrence by (2) quantifying search
and (1) providing researchers with ex post options for
dealing with search that they were unable to deter. This
article tests one deterrence method, a pledge not to look
up the answers (Clifford and Jerit 2016).

The advantages and disadvantages of detection
methods are aptly captured by terminology from clas-
sification problems (James et al. 2021, 145–49). A de-
tection method may either yield false negatives by fail-
ing to detect some who search or yield false positives by
falsely accusing some who do not. Methods that detect
all search are highly sensitive (P(flag|search) ≈ 1). Meth-
ods that do not incorrectly flag respondents are highly
specific (P(flag|¬search) ≈ 0). For example, consider self-
report measures, which flag respondents as suspected
searchers if they admit to having searched. Self-reports
are likely to be highly specific, meaning that few who did
not search will claim to have searched (P(flag|¬search) ≈
0). Yet to the extent that those who search are reluctant
to admit it, self-reports are likely to have low sensitivity
(P(flag|search) < 1).

The two detection methods used in this article are
the catch method, which is defined as using a catch ques-
tion to predict who will search on knowledge ques-
tions, and the paradata method, which collects data on
respondents’ engagement with the survey. The catch
questions ask respondents to name the year in which
an obscure Supreme Court case was decided (Motta,
Callaghan, and Smith 2016); this style of catch ques-
tion was included in the 2020 American National Elec-
tion Study (ANES). Internally, such items are likely to
be highly specific, as few who do not search will an-

swer it correctly (P(flag|¬search) ≈ 0).1 As long as the
answer is easy to look up, they will also be highly sen-
sitive (P(flag|search) ≈ 1). More serious threats emerge
when the catch method is used to flag respondents who
search on the knowledge questions. To the extent that re-
spondents who search on catch questions do not search
on knowledge questions, the catch method may be exter-
nally under-specific. To the extent that respondents who
search on knowledge questions do not search on catch
questions, the catch method may be externally under-
sensitive.

The paradata method uses a snippet of JavaScript to
measure a likely indicator of search: obscuring the sur-
vey with another browser window or application. Para-
data may be under-specific if this occurs for reasons other
than search; for example, one may view a text message
on their mobile phone. Paradata may be under-sensitive
if respondents search in some way that the method can-
not detect. For example, one may use a different device to
look up the answer, take the survey using an incompat-
ible web browser, or ask another person for help. These
sources of under-sensitivity are artificially limited in su-
pervised settings, like laboratories, wherein survey-takers
use researcher-provided devices and have limited access
to alternative means of search. This limits the generaliz-
ability of laboratory-based audits.

Among previously published research, this article’s
approach is closest to that of Diedenhofen and Musch
(2017, hereafter DM). This article improves on DM
in two respects. First, DM’s most detailed assessments
of their paradata method, PageFocus, were conducted
in a laboratory. As just noted, this setting artificially
limits paradata methods’ greatest vulnerabilities. By
contrast, this article’s respondents had full access to
modes of search that paradata methods cannot detect.
Second, for the survey not conducted in a lab, DM
used self-reports to measure the ground truth. The
quantity DM reported for the paradata’s sensitivity is
P(flag|subsequently admitted to searching). These self-
admissions appear remarkably under-sensitive: in the
search-discouraged group, 18 respondents are flagged
but only three admitted searching (see their Tables 1
and 2), suggesting a sensitivity rate of 17% or less.2 By
contrast, this article only uses self-reports in an audit
that verifies the interpretation of conflicts between the

1Catch questions about Supreme Court case years are likely to be
more specific than difficult multiple choice items (Berinsky et al.
2012) or questions about the number of home runs hit by a base-
ball player (Bullock et al. 2015) because the former have more
plausible responses.

2Given the reported data, the possible values of the self-reports’
sensitivity are 3/18, 2/19, 1/20, and 0/21.
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TABLE 1 Methods of Dealing with Information Search Evaluated in this Article

Method Purpose Flag
Sources of false negatives
(under-sensitivity)

Sources of false positives
(under-specificity)

Catch Detect Correct answer to
specially designed
question

Internal: Failing to find the correct
answer

External: Respondents who search on
knowledge but not catch questions

Internal: Lucky guesses

External: Respondents who search on
catch but not knowledge questions

Paradata Detect Survey ceases to be
visible on screen

Using an incompatible browser to
take the survey

Using a different device to look up
the answer

Asking someone for help

Non-search behavior that obscures
the survey (e.g., checking email,
reading a text message)

Pledge Deter None Not applicable Not applicable

Note: Table summarizes the three methods for dealing with information search evaluated in this article.

two detection methods. Self-reports never enter the
quantitative estimates of the two methods’ performance.

More generally, this article overcomes three limi-
tations in existing research on countering information
search in online surveys. First, it quantifies systematic
measurement and corrects for the resulting bias. By con-
trast, existing research on cheating in online surveys
rarely quantifies measurement error and never adjusts es-
timates to account for it. Second, this approach to error
enables more precise performance assessments. Convinc-
ing evidence exists that some methods of detecting and
deterring information search are likely to help but little
regarding how much they help or how they fall short.
For example, research shows that respondents who an-
swer catch questions correctly are more likely to answer
knowledge questions correctly (Gummer and Kunz 2019;
Höhne et al. 2021) and lie about voting (Style and Jerit
2021). This strongly suggests that catch questions suc-
cessfully identify search but does not quantify how much
search is identified or missed. Third, whereas existing re-
search examines each evaluated method in isolation, this
article examines the effects of layering methods atop one
another.

Methodology

The analysis examines three surveys fielded in 2020 and
2021. For Studies 1 and 3, 2,176 and 6,687 respondents
were recruited online by Lucid with quota sampling to
census demographic benchmarks. For Study 2, 5,411 re-

spondents were recruited through Amazon Mechanical
Turk (MTurk). All respondents completed a captcha, and
all those recruited on Lucid passed an attention check
(Peyton, Huber, and Coppock 2021; Ternovski and Orr
2022). Studies 2 and 3 were preregistered. Full details ap-
pear in Appendix B.1 (page A18).

Each study followed the same sequence. Just before
the knowledge quiz, one randomly selected group was
asked to promise not to look up the answers. The other
group’s instructions omitted the pledge but were other-
wise identical. Next, all respondents completed the po-
litical knowledge quiz, which consisted of five questions
in Study 1 and seven in Studies 2 and 3. Studies 2 and 3
randomized the format of two questions between closed-
ended (that is, multiple choice) or open-ended, bring-
ing the number of knowledge items in those studies to
nine. Finally, after some unrelated questions, all respon-
dents completed a “pay-to-search” task. Each respondent
was asked to look up the answer to a catch question in
exchange for a chance to win a $100 or $200 Amazon
gift card, then to self-report whether and how they had
looked up the answer.3

Each survey included both detection methods, para-
data and a catch question. Although the paradata method
is similar in many respects to those described by Dieden-
hofen and Musch (2017) and Permut, Fisher, and Op-
penheimer (2019), it was developed independently. Ap-
pendix B.3 (page A22) and the replication file each

3Study 1’s pay-to-search task was randomly assigned along with a
task that discouraged looking up the same answer. This was later
judged not to add value but is reported below for transparency.
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TABLE 2 Pay-to-Search Audit of Detection Methods

Self-reported search by
detection status

Study 1 Study 2 Study 3

N
Percent
of total

Percent
of group N

Percent
of total

Percent
of group N

Percent
of total

Percent
of group

Correct + paradata flag 532 49.2 4394 77.8 3233 47.5

Looked, same device 492 45.5 92.5 3896 69.0 88.7 2840 41.7 87.8
Looked, different device 19 1.8 3.6 164 2.9 3.7 154 2.3 4.8
Did not look 21 1.9 3.9 334 5.9 7.6 239 3.5 7.4

Correct + no paradata flag 166 15.3 721 12.8 1434 21.1

Looked, same device 43 4.0 25.9 335 5.9 46.5 264 3.9 18.4
Looked, different device 99 9.1 59.6 221 3.9 30.7 1010 14.8 70.4
Did not look 24 2.2 14.5 165 2.9 22.9 160 2.4 11.2

Incorrect + paradata flag 52 4.8 108 1.9 252 3.7

Looked, same device 36 3.3 69.2 64 1.1 59.3 171 2.5 67.9
Looked, different device 5 0.5 9.6 16 0.3 14.8 19 0.3 7.5
Did not look 11 1.0 21.2 28 0.5 25.9 62 0.9 24.6

Incorrect + no paradata flag 332 30.7 427 7.6 1885 27.7

Looked, same device 44 4.1 13.3 114 2.0 26.7 146 2.1 7.7
Looked, different device 51 4.7 15.4 66 1.2 15.5 261 3.8 13.8
Did not look 237 21.9 71.4 247 4.4 57.8 1478 21.7 78.4

Total 1082 5650 6804

Note: Table displays the results of the pay-to-search audit of the paradata and catch methods’ shortfalls in performance. Rows display self-
reported search behavior by by detection status. Columns display the frequency (N), joint probability (Percent of total), and conditional
probability (Percent of group).

contain one-page instructions for implementing it in
Qualtrics.

The bias correction derived in the next section
consists of multiple parameters that are estimated using
multiple survey questions per respondent. Accordingly,
uncertainty is estimated using the block bootstrap, which
accounts for dependence between observations by ran-
domly resampling at the respondent level. For example,
it is used in analysis of conjoint experiments (Hain-
mueller, Hopkins, and Yamamoto 2015), time series data
(Bertrand, Duflo, and Mullainathan 2004), and analysis
that pools across many knowledge questions (Graham
2020). In tables, parenthesized values are standard er-
rors (s.e.). Figures display 95% confidence intervals
calculated using the percentile method. Whenever the
prevalence of search is estimated conditional on another
variable, all components of Equation 2 are estimated
within the subgroup of interest. All plotted estimates
appear in tabular form in Appendix A (page A1).

Dealing with Measurement Error

Researchers do not directly observe search in self-
administered online surveys. Consequently, researchers
use indirect measures to “flag” instances of suspected
information search. Error in these measures biases es-
timates of search prevalence. The bias may be large or
small, depending on the method’s sensitivity and speci-
ficity. This section introduces a framework for quantify-
ing and correcting the bias.

Bias Correction for the Prevalence
Information Search

Indirect methods of detecting search suffer from two ba-
sic problems: some may be missed while others might be
wrongly accused of searching. To worry that a method
does not flag all search is to worry that under-sensitivity
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causes false negatives, that is, that P(flag|search) < 1. To
worry that a method flags people who do not search is to
worry that under-specificity causes false positives, that is,
that P(flag|¬search) > 0.

This article’s first point of departure from existing
research is to quantify these sources of error and incor-
porate them into estimates of the prevalence of search.
To begin, write what researchers observe (P(flag)) in
terms of the estimand (P(search)). By the law of total
probability,

P(flag) = P(flag|search)P(search)

+ P(flag|¬search)(1 − P(search)), (1)

where P(flag|search) is sensitivity and P(flag|¬search) is
the complement of specificity. Solving for P(search) gives

P(search) = P(flag) − P(flag|¬search)

P(flag|search) − P(flag|¬search)
(2)

Throughout the analysis, empirical versions of the right-
hand side of Equation 2 are used to estimate P(search).

In Equation 2, the terms other than P(flag) amount
to a bias correction. When one assumes that a measure
is perfectly sensitive and specific (that is, P(flag|search =
1 and P(flag|¬search) = 0), the remaining terms disap-
pear and Equation 2 simplifies to P(search) = P(flag). By
definition, to interpret the probability of being flagged as
equivalent to the probability of search is to assume that
one’s measure is perfectly sensitive and specific.

Putting Equation 2 into practice requires one to ei-
ther estimate sensitivity and specificity or to assume that
these problems can be safely ignored. The remainder of
this section explains how this article addresses the nec-
essary assumptions and approximations. Ultimately, the
bias correction suggests that taking paradata-based esti-
mates at face value slightly underestimates the prevalence
of search. Appendix A.1 compares the corrected and un-
corrected estimates in detail (page A1).

Estimating Sensitivity

To help interpret the detection methods’ failures to
flag search, each study featured a “pay-to-search” task.
Respondents were asked to look up the answer to a
catch question in exchange for entry into a draw for
a $100 (Studies 1 and 2) or $200 (Study 3) Amazon
gift card. Immediately afterward, all respondents were
asked to describe their search behavior. Did they look up
the answer using the same device they used to take the
survey, look in some other way, or not look it up at all?
Table 2, which cross-tabulates the joint distribution of

flags (correct answer and/or detected by the paradata)
and self-reported search behavior, serves as the basis for
the following analysis.

Large majorities complied with the request to look
up the answer. The percentages that either answered cor-
rectly or were flagged in the paradata were 69.3 in Study
1, 92.5 in Study 2, and 72.3 in Study 3. Among those
flagged by both methods, about 90% self-reported that
they looked up the answer using the same device they
used to take the survey (Table 2, first group of rows).

The paradata’s failures are represented by the “cor-
rect + no paradata flag” category, which indicates that
the respondent correctly answered the pay-to-search
question but was not flagged in the paradata (Table 2,
second group of rows). The self-reported question cap-
tures two reasons why this group might not be flagged:
browser incompatibility or using a different device. In
Studies 1 and 3, a substantial majority reported using a
different device. In Study 2, about one-third reported the
same. Most remaining respondents reported using the
same device, suggesting browser incompatibility or mis-
reporting.

For the paradata method, P(flag|search) is calcu-
lated as the proportion of likely search that is flagged.4

This equals 0.78 (i.e., 78%) in Study 1, 0.84 in Study
2, and 0.70 in Study 3. The analysis assumes that this
quantity is constant across knowledge questions, which
is reasonable given that the causes of under-sensitivity
are either constant for the duration the survey (for ex-
ample, browser incompatibility) or plausibly reflective of
individual-level dispositions (for example, a tendency to
use a different device). This assumption does have vul-
nerabilities. In particular, respondents may not try as
hard to avoid detection when told that search is allowed.
However, relative to the prevailing practice of analyzing
paradata methods as if they are error-free, the assump-
tions that error exists and is constant across questions re-
laxes stronger, less credible assumptions.5

The catch method’s failures to detect search are
represented by the “incorrect + paradata flag” category

4Specifically, P(paradata flag|paradata flag or answered correctly).
For example, in Study 1, the calculation is (532 + 52)/(532 + 166
+ 52).

5More specifically, analyzing paradata as though they are per-
fectly sensitive amounts to an assumption that P(flag|search) =
1. The approximation used in this article allows one to assume
that P(flag|search) < 1, which increases estimates of the prevalence
of search for any reasonable detection method (see Appendix A.1,
page A1). The concern that respondents do not try as hard to avoid
detection on pay-to-search tasks amounts to a concern that the
value used for P(flag|search) is still too large. In this case, the bias
correction would constitute an improvement over existing practice
but would still under-correct.
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(Table 2, third group of rows). Among this group, sub-
stantial majorities report having looked up the answer
using the same device in all three studies. By contrast,
few in the “incorrect + no paradata flag” category
self-report having looked up the answer. This combi-
nation of results suggests that catch questions may be
internally under-sensitive: that is, respondents who were
flagged by the paradata but answer the catch question
incorrectly really did try to look up the answer. Further
evidence that catch questions can be internally under-
sensitive emerged from an informative accident in Study
2, wherein some respondents were fooled by incorrect
answers in search results (for example, reporting the
date of the district court case Oliver v. Alexander County
Housing Authority [1982] rather than the Supreme
Court case Oliver v. Alexander [1832]). To sidestep the
need to correct for internal under-sensitivity, the analysis
treats the catch method’s estimand as the probability of
successful search rather than attempted search. Because
the definition of success (a correct answer) is the same as
the flagging procedure, under-sensitivity cannot exist.

As noted above, the catch method is more vulnera-
ble to external under-sensitivity. A strategy for examining
this is introduced further below.

Estimating Under-Specificity

The paradata method flags instances in which the sur-
vey becomes partially or fully obscured on the respon-
dent’s screen. This will produce false positives, and con-
sequently be under-specific, if behavior other than search
triggers the flag. To approximate P(flag|¬search) for the
paradata, the method was added to two sets of baseline
questions where looking up the answer is unlikely to be
necessary (such as age) or undefined due to the ques-
tion’s subjective nature (such as interest in politics). In
all three studies, false positives are heavily concentrated
among a small percentage of respondents who are repeat-
edly flagged. Consequently, the baseline items were di-
vided into two sets, one for screening out those likely to
inflate the number of false positives and a second for es-
timating P(flag|¬search) among those not screened out.
Among the remaining respondents, P(flag|¬search) was
estimated to be 0.007 in Study 1, 0.015 in Study 2, and
0.010 in Study 3.

The catch method flags respondents who answer
catch questions correctly. Internally, lucky guesses are
the key source of under-specificity. Researchers try to
maximize specificity by choosing catch questions with
many plausible response options, thereby minimizing the
probability of a correct guess. For example, if guessers
choose among plausible response options with equal

probability, the probability of correctly answering a ques-
tion about the date of a Supreme Court case (Motta,
Callaghan, and Smith 2016) is about 0.004. However, be-
cause non-searchers’ guesses concentrate in recent years
and at multiples of five (Figure 1), avoiding cases de-
cided in such years further increases internal specificity.
To estimate the expected rate of lucky guessing, Appendix
A.2 uses local linear regression to estimate the probabil-
ity distribution function of incorrect answers to the catch
questions in all three studies (page A6). These estimates
suggest that P(flag|¬search) is about 0.001 for catch ques-
tions that avoid commonly guessed correct answers. For
simplicity, this is rounded down to zero in all analysis.

As with sensitivity, the catch method is more vulner-
able to external under-specificity. This is examined fur-
ther below.

Detecting Information Search

The bias correction approach is first applied to the preva-
lence of search in the absence of deterrence. Figure 2
presents these base-rate estimates for each question in all
three studies. Light grey bars are empirical estimates of
Equation 2. For catch questions, dark grey bars show the
proportion of correct answers, which should equal Equa-
tion 2 if catch questions have perfect internal sensitivity
and specificity.

The estimates indicate that search is common. Across
all answers to knowledge questions, search occurred in
7.8% of observations in Study 1, 17.6% in Study 2, and
11.6% in Study 3.

The average rate hides substantial variability be-
tween questions. In Study 1’s knowledge battery, search
ranged from 2.5% (on a question about party control of
the senate) to 11.5% (on a question about Chief Justice
John Roberts’ job or political office). In Study 2, search
ranged from 8.7% (the closed-ended version of the pres-
idential term limit question) to 29.8% (on a question
about Attorney General Merrick Garland’s job or polit-
ical office). Study 3 exactly replicated Study 2’s question
battery. Here, search was most rare and most common on
the same questions (1.9% and 21.3%) but fell below the
Study 2 level on every question. At least in these samples,
MTurk respondents were more likely to look up answers
than Lucid respondents.

To learn about the degree to which variation in
search is a function of response scales as opposed to
question content, Studies 2 and 3 each randomized
the response format for two of the questions, regard-
ing presidential term limits and the length of a senate
term. Search was two to five percentage points (p.p.,
30% to 100%) more common on open-ended than
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FIGURE 1 Distribution of Responses to Catch Questions—Study 3
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Notes: Figure displays the probability density function (PDF) of responses to the catch questions in Study 3.
The horizontal line at 1/K depicts the uniform PDF that would realize if all K response options were equally
likely to be guessed. Equivalent figures for Studies 1 and 2 appear in Appendix A.2 (page A7).

closed-ended questions. Despite this, respondents were
two to four p.p. less likely to answer the open-ended ver-
sions correctly. This suggests that the greater prevalence
of search on open-ended questions roughly halves the
difference in apparent knowledge between open-ended
and multiple-choice questions.

Search is much more common on catch questions
than on knowledge questions (Figure 2, center-right).
First, consider the bias-corrected estimates based on the
paradata. In all three studies, the estimated rate of search
on catch questions more than doubled the average rate
for the knowledge battery: 17.7 versus 7.8 in Study 1, 42.4
and 40.7 versus 30.4 and 20.5 in Study 2, and 29.4 and
27.9 versus 23.9 and 26.7 in Study 3. When one instead
uses the proportion of correct answers on catch ques-
tions as an estimate of the prevalence of search (what
has been referred to as the “catch method”), results are
similar in Studies 1 and 3. By contrast, in Study 2, the
proportion of correct answers is considerably lower than
the bias-corrected paradata estimate. Consequently, the
catch method provides a somewhat more accurate esti-
mate of the rate of search on knowledge questions.

The catch method is not much better as an approx-
imation for the proportion of respondents who engage
in search behavior. Table 3 compares the percentage of
correct answers to the catch question to the paradata-
based estimate of the percentage searching at least once.
The estimates are separated by study and the presence
or absence of the pledge. All estimates of the difference

in proportions are negative, indicating that the catch
method tends to underestimate the percentage of re-
spondents who search. The differences are small in Study
1 (−2.1 and −2.7 p.p.), large in Study 2 (−15.8 and
−11.1 p.p.), and in between in Study 3 (−5.5 and −6.1.
p.p.). Though the estimate from Study 2 again stands
out, this time it is for the opposite reason: the proportion
of correct answers to the catch question substantially
underestimates the proportion who actually searched.

The differences in the catch method’s performance
between Study 2 and the others are at least partly at-
tributable to a source of internal under-sensitivity in the
catch method: it cannot detect failed attempts to cheat.
Though the Supreme Court cases for Study 2 were se-
lected based on the false positive-minimizing principles
developed in Study 1 (early 1800s, no multiples of five),
they had another feature that drove up the share of false
negatives: incorrect answers appearing in search queries
that, to a satisficing searcher,6 could look like the correct
answer (see Appendix A.2, page A6). For example, the
most common incorrect answer to the Oliver v. Alexan-
der question, 1982, is the year of a district court case
by the name of Oliver v. Alexander County Housing
Authority. Whereas the catch method’s under-sensitivity
in Study 2 allows it to more accurately approximate
the rate of search on the average question (Figure 2),

6That is, one who looks up the answers but does so in a quick and
haphazard manner. On satisficing, see Krosnick (1991).
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FIGURE 2 Estimated Rate of Information Search
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TABLE 3 Estimated Percentage of Respondents Searching at Least Once

No Pledge Pledge

Percent correctly
answering catch

question

Percent searching
on at least one

question Difference

Percent correctly
answering catch

question

Percent searching
on at least one

question Difference

Study 1 17.8 19.9 −2.1 8.5 11.2 −2.7
(1.2) (1.4) (1.5) (0.8) (1.2) (1.2)

Study 2 25.7 41.5 −15.8 14.9 26.0 −11.1
(0.9) (1.1) (1.1) (0.7) (0.9) (0.8)

Study 3 25.3 30.8 −5.5 9.6 15.7 −6.1
(0.8) (1.0) (0.9) (0.5) (0.8) (0.7)

Note: Table displays the estimated percentage of respondents who searched at least once by study, detection method, and presence/absence
of a pledge. Block bootstrapped s.e. in parentheses.

this same property leads to the largest underestimate of
the proportion who search at least once (Table 3). This
highlights the scattershot nature of using the catch
method to approximate the rate of search on knowledge
questions.

Deterring Information Search

The framework is next applied to the efficacy of deter-
rence methods. This requires bias-corrected estimates of
the difference in the rate of search between two groups:
those who were and were not randomly assigned to the
pledge. Generically, suppose that two groups are defined
by X ∈ 0, 1. The resulting difference in conditional pro-
portions,

P(search|X = 1) − P(search|X = 0) (3)

can be used to compare the rate at which any two groups
of respondents look up answers in a political knowledge
survey.

Table 4 presents estimates of the pledge’s efficacy for
each knowledge question in all three studies. Overall, the
pledge reduced search by about half in all three studies:
50.7% in Study 1, 47.7% in Study 2, and 56.7% in Study
3. Although this amounts to a substantial reduction, it
also leaves a substantial amount of search in the data.
Among respondents who took the pledge, search was es-
timated to have occurred in 3.8% of responses in Study
1, 9.2% of responses in Study 2, and 5.0% of responses in
Study 3.

The pledge’s effect is similar from question to ques-
tion. All but one estimate is both negative and statistically

significant, suggesting that the pledge works for a range
of questions. All but two of of the percentage reductions
fall in the 35% to 65% range.7 When the effects are ex-
pressed in percentage points the variation is somewhat
more pronounced. This is a function of base rates: the
more cheating there is to begin with, the more the pledge
eliminates. Across all questions in all three studies, the
correlation between the base rate of search and the effect
of the pledge is −0.94.

The catch questions provide an opportunity to cross-
check the paradata-based estimates of the pledge’s effi-
cacy (Table 5). In Study 1, the paradata-based estimate
suggests that the pledge reduced search on the catch
questions by 8.7 p.p. (50.9%). Similarly, the proportion
of correct answers declined by 8.5 p.p. (52.3%). In Study
2, the paradata-based estimates suggest larger absolute
reductions (14.9 and 22.0 p.p. versus 10.4 and 11.4 p.p.).
However, as a percentage of the base rate, the two sets of
estimates are similar (35.1% and 54.1% versus 34.3% and
55.5%). In Study 3, the estimates are once again similar
in both absolute and percentage terms (about a 60% re-
duction). This suggests that even though catch questions
are an untrustworthy proxy for the prevalence of search,
they are a reasonable barometer for the efficacy of deter-
rence methods.

Although the pledge offers significant value as a de-
terrent, its failure to fully eliminate search leaves some-
thing to be desired. Even net of a 50% reduction, search
remains fairly common. The next section examines the
benefits and costs of going further.

7The two exceptions are the two questions with the lowest base
rate of search, which makes the percentage reduction difficult to
estimate precisely.
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TABLE 4 Deterrent Effect of Pledge—Knowledge Questions

Study 1 Study 2 Study 3

No
pledge Pledge Effect

No
pledge Pledge Effect

No
pledge Pledge Effect

All knowledge 7.8 3.8 −3.9 17.6 9.2 −8.4 11.6 5.0 −6.6
questions (0.7) (0.5) (0.9) (0.6) (0.5) (0.7) (0.5) (0.4) (0.6)

Attorney general 10.9 5.8 −5.1 29.8 14.7 −15.0 21.3 9.0 −12.3
(1.1) (0.9) (1.4) (1.0) (0.8) (1.2) (0.9) (0.6) (1.0)

Chief justice 11.5 5.6 −5.9 24.1 13.4 −10.7 16.6 6.9 −9.7
(1.2) (0.9) (1.5) (0.9) (0.7) (1.2) (0.8) (0.5) (1.0)

House party control 3.9 1.5 −2.4 9.5 3.7 −5.8 6.9 2.5 −4.4
(0.7) (0.5) (0.9) (0.7) (0.4) (0.8) (0.6) (0.4) (0.7)

Presidential term 15.2 9.7 −5.5 4.3 2.3 −2.0
limit (open) (1.2) (0.9) (1.5) (0.7) (0.5) (0.9)

Presidential term 8.7 5.6 −3.1 1.9 2.5 0.6
limit (closed) (0.9) (0.8) (1.2) (0.5) (0.6) (0.8)

Senate party control 2.5 0.2 −2.2 10.3 3.2 −7.0 7.0 2.5 −4.5
(0.6) (0.3) (0.7) (0.7) (0.4) (0.8) (0.6) (0.4) (0.7)

Senate term length 10.2 6.1 −4.1 23.0 13.7 −9.3 16.0 6.9 −9.0
(open) (1.1) (0.9) (1.5) (1.3) (1.0) (1.7) (1.1) (0.8) (1.4)

Senate term length 17.7 8.2 −9.6 11.3 5.8 −5.5
(closed) (1.2) (0.9) (1.5) (1.0) (0.8) (1.2)

UK prime minister 17.1 10.7 −6.4 12.4 5.5 −7.0
(0.8) (0.7) (1.1) (0.7) (0.5) (0.9)

Note: Table displays the estimated rate of search by study, knowledge question, and presence/absence of a pledge. Block bootstrapped s.e.
in parentheses.

Eliminating Information Search

Efforts to deter search are unlikely to be perfectly success-
ful. Detection gives researchers the option to take further,
ex post steps to eliminate search from their data, either in
the main analysis or as a robustness check. In particular,
researchers may treat contaminated responses as missing
data, then manage the missingness by dropping observa-
tions or imputing values. The missing data constitute a
cost that deterrence does not impose.

This section builds on the framework above to
define and estimate quantities that capture the trade-off
between eliminating search and creating missing data.
The key new step is to use the paradata to evaluate the
catch method’s external specificity. To do so, I condition
estimates of Equation 2 on whether the respondent is

flagged by the catch method. Combined with further
algebra, this enables one to quantify essential aspects of
the catch method’s performance.

The paradata method is superior to the catch
method in one sense that is not captured by the quan-
tities below: it generates partial information about re-
spondents who search. In each study, roughly one-third
of suspected searchers were flagged only once, and an-
other third were flagged on less than half of the items. A
reasonable knowledge score can be estimated for respon-
dents like this using a model that makes use of the other
items in a principled manner, for example, an item re-
sponse theory (IRT) model. In this case, the analysis be-
low substantially overstates the missing data cost of the
paradata method. By contrast, the catch method detects
search at the respondent level only. This limits the ex post
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TABLE 5 Deterrent Effect of Pledge—Catch Questions

Paradata (Bias-Corrected) Catch (Percent Correct)

No
pledge Pledge Effect

No
pledge Pledge Effect

Study 1 US v. Segui, 1836 17.7 8.7 −9.0 17.8 8.5 −9.3
(1.4) (1.0) (1.8) (1.2) (0.8) (1.4)

Study 2 US v. Arredondo, 1832 42.4 27.5 −14.9 30.4 20.0 −10.4
(1.5) (1.3) (2.0) (1.3) (1.0) (1.6)

Oliver v. Alexander, 1832 40.7 18.7 −22.0 20.5 9.1 −11.4
(1.6) (1.2) (2.1) (1.1) (0.8) (1.4)

Study 3 US v. Segui, 1836 29.4 11.5 −17.9 23.9 9.0 −14.9
(1.4) (1.0) (1.7) (1.1) (0.7) (1.3)

Anderson v. Dunn, 1821 27.9 11.7 −16.2 26.7 10.1 −16.6
(1.3) (1.0) (1.7) (1.1) (0.7) (1.3)

Note: Table displays the estimated rate of search by study, catch question, and presence/absence of a pledge. Block bootstrapped s.e. in
parentheses.

solution toolkit to dropping suspected searchers from the
analysis entirely or imputation based on variables that are
not part of the knowledge battery.

Quantifying Trade-Offs

This section will use four quantities. In the language
of consumerism, the first two help researcher-shoppers
understand what they are buying, the third is the price,
and the fourth is the end product.

The first quantity is sensitivity, which is defined
above. Sensitivity answers the question, “what propor-
tion of search does this method detect?” For the para-
data method, this was approximated earlier using the
pay-to-search task. For the catch method the key threat
to external sensitivity is the possibility that it is not al-
ways the same individuals who search. The ability to
use the paradata to estimate the rate of search for dif-
ferent subgroups of respondents (for example, Equation
3) provides an opportunity to examine this empirically.
The catch method’s external sensitivity will be estimated
as

P(flag|search) = P(search|flag)P(flag)

P(search)
(4)

One of the quantities on the right-hand side is directly
measured: P(flag) is the probability of answering the
question correctly. The other two can be estimated us-
ing the paradata. The denominator is simply Equation 2,

while the first term in the numerator is Equation 2 for
the subset of respondents who answered the catch ques-
tion correctly.

The second quantity is the positive predictive value
(James et al. 2021, 145–49), which can be written as
P(search|flag). This quantity answers, “how much of
what is flagged is actually search?” For the catch method,
the positive predictive value can be estimated by calcu-
lating Equation 2 among those who answered the catch
question correctly, just as it appears in the numerator
of Equation 4. For the paradata, the positive predictive
value will be estimated as

P(search|flag) = P(flag) − P(flag|¬search)P(¬search)

P(flag)
(5)

Of the three unique quantities that constitute the
right-hand side, P(flag) is observed, P(¬search) is the
complement of Equation 2, and P(flag|¬search) is
the pay-to-search estimate of the paradata’s under-
specificity.

The third quantity is the probability of being de-
tected, P(flag). This answers, “what’s the price?” or equiv-
alently, “how much missing data will I create if I take
this approach?” This is simply the proportion of respon-
dents who trigger the flag, which is equivalent to the pro-
portion of observations lost if all instances of suspected
search are treated as missing.

The fourth quantity is the amount of search remain-
ing in the data, that is, the probability of search among
unflagged observations (P(search|¬flag)). This quantity
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FIGURE 3 Sensitivity, by Detection Method
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Notes: Figure displays the estimated sensitivity of the paradata and catch methods. Error bars display 95 percent
block bootstrapped confidence intervals.

could also be called the complement of the negative pre-
dictive value. It answers the question, “how much search
will be left in the data I do not treat as missing?” This can
be estimated by

P(search|¬flag) = P(¬flag|search)P(search)

P(¬flag)
(6)

which is a combination of quantities that have been de-
fined. The first term in the numerator is the complement
of Equation 4. The second is Equation 2. The denomina-
tor is observed.

Estimates

To begin understanding the trade-off between eliminat-
ing search and creating missing data, examine the sen-
sitivity estimates that appear in Figure 3. In all three
studies, the paradata identified more than two-thirds of
search: 78.2% in Study 1, 84.1% in Study 2, and 70.1% in
Study 3. The catch method was about equally sensitive,
flagging 75.1% of search in Study 1, 63.2% in Study 2,
and 83.2% in Study 3.

The estimates of the positive predictive value appear
in Figure 4. In all three studies, the paradata method is

well targeted, with search estimated to have taken place
in about 90% of flagged observations. For every nine
responses that are correctly flagged, one is incorrectly
flagged. The catch method is less precise, with predictive
values falling between 30% and 45% in all three stud-
ies. This means that for every two instances of search
on knowledge questions that are correctly identified by
the catch method, three or four observations that were
not affected by search are also flagged. Put simply, even
though the catch method flags just as many true posi-
tives, this comes at a higher cost in terms of false posi-
tives.

To understand the implications for practice, it is
helpful to examine the trade-off between price and the
bottom line. Figure 5 plots the third quantity, the per-
centage of data lost when instances of suspected search
are treated as missing data, against the fourth quan-
tity, the amount of search present in the remaining
data. The x-axis is a combination of detection technolo-
gies. The leftmost point on the x-axis represents a sur-
vey in which no steps were taken to eliminate search.
For this scenario, search sits at the same base rates re-
ported in Figure 2, while the percentage of data elim-
inated sits at 0%. Each point to the right represents

FIGURE 4 Positive Predictive Value, by Detection Method

89.9%

32.8%

90.8%

43.3%

89.2%

38.0%

Study 1 Study 2 Study 3

0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1 0 0.25 0.5 0.75 1

Catch

Paradata

P(search | flagged)

Notes: Figure displays the estimated positive predictive value of the paradata and catch methods. Error bars display
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FIGURE 5 Trade-Off between Eliminating Search and Missing Data
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some combination of the pledge, paradata, and catch
methods.

The left column of Figure 5 examines the marginal
costs and benefits of the paradata and catch methods in
the absence of a pledge. In Study 1, treating suspected
search as missing data shrinks the number of obser-
vations by 6.7% in order to reduce the rate of search
among the remaining observations from 7.8% to 1.7%.
The catch method yields less benefit at a higher cost. Af-
ter dropping the 17.8% of respondents who answered the
catch question correctly, search would still affect 3.1%
of the remaining observations. If the paradata method
is already in place, the catch method reduces search by
another 1.1% of the remaining data (from 1.7% to 0.6%)
at a marginal cost of 13.8% of the initial observations
(from 6.7% to 20.5% missing). The results of Studies 2
and 3 are similar but shifted upward in magnitude and
reflective of Study 2’s relatively under-sensitive catch
questions.

The right column of Figure 5 examines the same
trade-off in the presence of a pledge not to search.
Broadly speaking, the pledge flattens the two curves.
The less search occurs to begin with, the lower the
absolute cost of treating suspected instances of search
as missing data. By contrast, the pledge does not have
much effect on the per-unit cost. Instead, when a pledge
is present, detection yields about half the benefit at
about half the cost. For example, in Study 1, adding the
paradata method cuts search by about three-quarters
regardless of whether a pledge is present (from 3.8% to
0.9% with a pledge versus 7.8% to 1.7% without one).

The Study 3 results include an apparent contra-
diction: despite being more sensitive than the paradata
(Figure 3), the catch method leaves a slightly larger
percentage of search among unflagged observations
(Figure 5). This highlights a subtle but important point
regarding how sensitivity and specificity interact to shape
the bottom line. The catch method achieves its high rate
of sensitivity by casting a wide net; recall that search is far
more common on catch questions than on any knowl-
edge question. Relative to the paradata, the catch method
sometimes throws out a bit more of the bad, but it always
throws out a lot more of the good. In this way, the
catch method’s lack of external specificity undermines
its impressive external sensitivity. Even when the catch
method detects a larger proportion of search, using it to
purge data of search leaves behind fewer observations
that are at least as affected by search on a per-unit basis.

The combination of the pledge, paradata, and catch
methods constitutes a remarkably efficient strategy for
combatting information search. To see this, compare the
leftmost and rightmost estimates in Figure 5. The left-

most estimates (“nothing”) represent the situation when
nothing is done to combat search, and the rightmost
(“pledge + paradata + catch”) represent what is achieved
by all three methods in combination. In Study 1, imple-
menting all three methods reduces search from 7.8% to
0.4% of observations at a cost of converting 10.3% of ob-
servations to missing. In Study 2, reducing search from
17.6% to 0.5% costs 19.0% of the data. In Study 3, re-
ducing search from 11.6% to 0.4% costs 11.2% of the
data. The size of the benefit is comparable to the cost
due to the presence of the pledge, which eliminates half
of search ex ante without any cost in terms of missing
data.

The costs and benefits of supplementing paradata
with the catch method depend on the base rate of search.
Whereas the paradata flag fewer respondents when
search is less common, the catch method always flags
the same respondents. This means that adding the catch
method to a lower-search question requires one to treat
more observations as missing (because fewer are already
flagged by the paradata) in order to obtain a smaller
benefit (because there is less search to eliminate). To
illustrate this, Appendix A.3 presents the same informa-
tion for every question in all three studies (page A11).
When search is common, the catch method offers some
marginal benefit. In the most efficient case, the attorney
general question in Study 3, adding the catch method
reduces search by 1.8% of the remaining observations
(from 2.7 to 0.9) at a cost of 5.2% of the data (from
7.1 to 12.3). This equals about one unit of search elimi-
nated for every three units of missing data. By contrast,
when search is rare, the benefits decline while the costs
simultaneously rise. For example, on Study 3’s house
party control question, adding the catch method reduces
search by 0.6% of the data (from 0.7 to 0.1) at a cost
of 8.0% of the original data (2.6 to 10.6). This equates
to one unit of search eliminated for every 13 units of
missing data. In Studies 1 and 2, the cost per unit on the
house and senate party control questions is even higher,
in some cases exceeding one unit of search reduction for
every 50 units of missing data. At that price, researchers
may prefer to tolerate a bit more search.

Heterogeneous Effects

Researchers deciding how to address information search
must also consider how the effects of these strategies vary
with respondent characteristics. This section presents an
exploratory analysis of how the detection and deterrence
methods shape representativeness and between-group



16 MATTHEW H. GRAHAM

differences in search. Each method is examined in iso-
lation, focusing on the four scenarios labeled “nothing,”
“pledge only,” “catch only,” and “paradata only” in the
analysis above.

As in the previous section, the methods are com-
pared in terms of the proportion of search remaining
in the data after the method has been used to elimi-
nate search. This quantity’s implications for deterrence
and detection differ based on their respective ex ante
and ex post natures. Because deterrence eliminates search
without creating missing data, it has no effect on sam-
ple composition. However, if groups that are more prone
to search are also more resistant to deterrence, deter-
rence could actually increase the influence of search on
estimated between-group differences in knowledge. This
would be a lost opportunity but has no implications
for sample representativeness. By contrast, eliminating
search through detection entails a zero-sum trade-off
between dropping observations and reducing between-
group differences in search. Dropping observations can
only reduce between-group differences if it dispropor-
tionately drops groups that search more, altering the
composition of the sample. This can only be avoided
if groups are dropped at the same rate, in which case
between-group differences would not decrease.

To examine how these factors play out in prac-
tice, the sample was split according to 10 pretreatment
variables that appeared in all three surveys. For binary
characteristics, between-group differences are simply
the difference between the two groups. For all other
measures, the estimates reflect the difference between
one standard deviation above and below the mean.8

At baseline, the data reflect several between-group
differences in search (Figure 6 and difference in means
tests in Appendix Table A7, page A14).9 Several de-
mographic differences exist: younger respondents are
more likely to search than older respondents (+8.5
p.p.), men are more likely to search than women (+1.3
p.p.), and non-white and Hispanic respondents are more
likely to search than their counterparts (+6.9 and +7.9
p.p.). Other attitudes and traits also predict search.
Search is more common among respondents who are
more educated (+4.3 p.p.), endorse more conspirato-
rial beliefs (+8.1 p.p.), are more interested in politics
(+0.7 p.p.), prefer the Democratic party (+1.2 p.p.),

8To compute these estimates, predicted values for each component
of the bias correction formula were generated using ordinary least
squares regression. These predicted values were then plugged into
the bias correction formula. For hypothesis testing, the entire pro-
cedure was repeated in every block bootstrap replicate.

9As all of this section’s results are consistent across studies, the data
are pooled for simplicity.

and are stronger partisans (+2.4 p.p.). In some cases,
these differences in search behavior reinforce established
differences in measured knowledge (such as gender and
interest in politics), while in other cases they counter-
act such differences (for example, age and conspiracy
beliefs).

The detection methods (catch and paradata) have
fairly even effects across groups. For every characteristic,
the difference in search prevalence among unflagged
respondents is smaller than the baseline difference. This
means that researchers who treat detected respondents
as missing data succeed to some extent in reducing
between-group differences in search. However, because
groups that are more likely to search at baseline are
disproportionately dropped, there is a corresponding
cost in terms of sample representativeness.

The deterrence method—the pledge—has mixed
success at reducing between-group differences in the
prevalence of search. In particular, respondents who are
more educated, more interested in politics, and more
partisan are both more likely to search and less deterred
by the pledge than their counterparts. College gradu-
ates search 4.3 p.p. more often at baseline and 6.2 p.p.
more with a pledge (difference = 1.9, s.e. = 0.9; see Ap-
pendix Table A7, page A14). High-interest respondents
search just 0.7 p.p. more at baseline but 4.5 p.p. more
with a pledge (difference = 3.7, s.e. = 0.8). Stronger par-
tisans search 2.4 p.p. more at baseline and 5.0 p.p. more
with a pledge (difference = 2.6, s.e. = 0.8). In two more
cases (gender and cognitive reflection), statistically in-
significant estimates also suggest larger differences with
a pledge (difference = 1.2 and 1.0, s.e. = 0.9 and 0.9).
Success at shrinking between-group differences is found
for the other five variables.

The finding that deterrence can increase between-
group differences in search stands out in the context of
existing research. For different reasons, the tendency for
the interested, the educated, the more partisan, and men
to score better on political knowledge batteries are all
well established. On the positive side, these subgroups’
resistance to the pledge is consistent with Style and Jerit’s
(2021) argument that cheating is self-deceptive. The ed-
ucated, interested, and partisan are likely to have the
most self-image at stake when answering quiz ques-
tions about politics. On the negative side, evaluations
often treat a stronger relationship in the expected di-
rection as evidence of improved validity (Marquis 2021;
Smith, Clifford, and Jerit 2020). This is not necessarily
the case. At baseline, search may either reinforce or at-
tenuate between-group differences in knowledge, and de-
terrence may either counteract or reinforce the baseline
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FIGURE 6 Estimated Rate of Search, by Mitigation Strategy and Respondent
Characteristic
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Notes: Figure displays the effect of anti-search strategies on between-group differences in the rate of search. Each
point on the x-axis is a strategy or combination of strategies for dealing with search. The y-axis displays the propor-
tion of search in the remaining data (the same quantity as the grey dots and lines in Figure 5). Error bars display 95
percent confidence intervals. A table of estimates appears in the appendix (Table A.7, page A14).
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FIGURE 7 Effect of Pledge on IRT Estimates

Alpha (Difficulty) Beta (Discrimination)

0.0 0.5 1.0 −10 0 10

UK Prime Minister

Senate term length (open)

Senate term length (closed)

Senate party control

Pres. term limit (open)

Pres. term limit (closed)

House party control

Chief Justice

Attorney General

Estimate

Q
ue

st
io

n Study 1

Study 2

Study 3

Notes: Figure displays the effect of the pledge on the two item-level parameters in an IRT model. The horizontal
bars represent block bootstrapped 95% confidence intervals. A table of estimates appears in the appendix (Table
A8, page A15).

difference. This complicates assessments of how search
affects construct validity.

A more detailed look at the results suggests no mod-
ification to the previous section’s conclusions regarding
the costs and benefits of combining measures. In con-
junction with one another, the pledge and the paradata
get most of the job done, reducing the rate of search in
all subgroups to 3% or less. Catch questions add a bit of
marginal value, further reducing this figure to 2% at a
high cost in terms of missing data.

Implications

Information search looms as a threat to the validity of any
survey measure with answers that can easily be looked up.
This article shows that through a combination of detec-
tion and deterrence, researchers can manage this threat.
This section highlights some lessons for practice.

As a starting point, question-level estimates of the
prevalence of search are essential. Search varies as a func-
tion of question content and response scales, and also
appears to vary across survey platforms. Depending on
the context, search may be a larger threat than indicated
here or no threat at all. When search is common, re-
searchers are likely to benefit from proven, multi-method
strategies that include both deterrence and detection.
But when search is rare, researchers may be satisfied

with a relatively light intervention or no intervention
at all.

Deterrence is a researcher’s first line of defense
against search. Its ex ante nature avoids most of the
downsides of ex post strategies for dealing with search,
for example, dropping suspected searchers as a robust-
ness check. At the cost of one screen of survey space, the
pledge tested here reduced search by 50%. Despite this,
three shortcomings make deterrence an incomplete solu-
tion. First, it does not completely eliminate search. Es-
pecially for questions with high base rates of search, a
substantial amount of search still occurs. Second, even
though the pledge brings down the overall rate of search,
it exacerbates differences in search between some sub-
groups. Third, on their own, deterrence methods provide
no information about these shortcomings.

Detection methods serve two purposes: to diagnose
the prevalence of search and to provide the researcher
with ex post options for dealing with it. Among exist-
ing methods, this article considered the two that offer the
best combination of cost and credibility: catch questions
and paradata.10 These two methods were compared in
terms of their sensitivity (proportion of search detected),
specificity (ability to avoid false positives), and the bot-
tom line (the proportion of search in the unflagged data).

10Two other detection methods are discussed above. Self-reports
have low implementation costs but questionable sensitivity. Brows-
ing histories are likely to be highly sensitive and specific but are
costly in terms of money and sample representativeness.
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Relative to paradata, catch questions were about as sen-
sitive but less specific. Consequently, a higher propor-
tion of the observations that go unflagged by the catch
method are contaminated by search. The fundamental
reasons for the paradata’s superior performance are (1) it
measures search at the item level rather than the individ-
ual level and (2) it does so for the knowledge questions
themselves rather than using a separate question. Cast-
ing a wide net enables the catch method to detect a lot of
search but renders it an unreliable means of diagnosing
the prevalence of search and a costly means of eliminat-
ing it ex post.

Evaluations of the measurement properties of
knowledge scales also stand to benefit from item-level
paradata detection methods.11 To concretize these ben-
efits, consider the effect of information search on the
construction of knowledge scales. Though a full analysis
is beyond this article’s scope, an exploratory test of one
simple question was conducted: how does a pledge af-
fect the difficulty and discrimination of knowledge items
when they are combined into a scale using an IRT model?
The results are presented in Figure 7. The most consis-
tent evidence that the pledge matters emerges in the two
questions with the highest rates of search: the attorney
general question becomes more difficult, and the chief
justice question becomes less discriminating. Inconsis-
tent results for the senate and presidential term questions
can be explained by differences between Studies 2 and 3
in the base rate of search and effect of the pledge (see Ta-
ble 4). Results that might be written off as statistical noise
instead look like what one would expect if search matters
most when it is most common. Such a conclusion can
only be reached with the aid of question-level detection.

Despite its shortcomings, the catch method offers
some value. When paradata are unavailable and the base-
line prevalence of search is high, the catch method can
eliminate search reasonably efficiently. Moreover, a com-
bination of two findings—that catch questions generate
more search than knowledge questions (Figure 2), and
that the pledge eliminated about the same proportion
of search on both question types (compare Tables 4 and
5)—suggests that catch questions are well suited for use
as “lab rats” for testing the relative efficacy of deterrence
methods. Given their high base rate of search, treatments
that are equally effective on a per-unit basis will result
in larger effects that are easier to statistically distinguish
from the control group and from one another.

Due to their complementary nature, combining
detection and deterrence allows researchers to conduct

11Another implication for scale validity is discussed near the end
of the “Heterogeneous Effects” section.

analysis in which they provide assurance, not hope,
that information search has been eliminated from
the data. Though this is an optimistic conclusion for
the future of online surveys, it also raises the bar for
analysis that claims to have addressed the problem.
Rather than asking whether the chosen methods help
reduce search, researchers and audiences can begin to
ask whether the chosen methods successfully eliminate
search and whether they do so at a reasonable cost. The
chief cost comes in the form of treating contaminated
observations as missing data, which reduces statistical
power and alters sample composition. Future research
can strive to avoid these costs by paying attention
to between-question variation in the rate of search
and by seeking to identify more effective deterrence
strategies.

This room for improvement notwithstanding, this
article’s findings suggest that reasonable solutions to the
information search problem are in our grasp and that
even more complete solutions are within reach. This is
encouraging for online survey measures of knowledge
and beliefs in all areas of research.
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