
Techniques for Measuring Political Beliefs

Matthew H. Graham *

November 8, 2024

Prepared for the Oxford Handbook
of the Cognitive Science of Belief

Abstract

Political beliefs are generally measured using surveys. This chapter organizes prevailing tech-
niques around four concerns about why respondents may not “believe” their answers. Re-
searchers who think of beliefs as latent, general dispositions use multi-question scales to re-
duce measurement error. Researchers who think that a true belief must be held with some level
of strength or credence use “don’t know” response options or credence scales to attempt to
filter out responses that do not qualify as a true belief. Researchers who worry that respon-
dents are being insincere use techniques designed to encourage accurate reporting. Researchers
who worry that respondents are being careless or mischievous, e.g. clicking random buttons
or intentionally choosing absurd responses, use screening questions to attempt to filter such
respondents out. In general, these techniques do a pretty good job of making sure that the “be-
liefs” measured in political surveys are related to something the respondent actually thinks, a
weak notion of belief. They are a less reliable means of assuring that respondents believe their
answers in a stronger sense, e.g. the definitions found in dictionaries or works of philosophy.
Assessing whether a survey question measures beliefs in anything more than the weakest sense
requires careful evaluation.
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Quantitative generalizations about political beliefs are a staple of public discourse and aca-

demic research. Researchers generally select techniques for measuring political beliefs based on

the goal of making such generalizations, resulting in a strong preference for multiple choice ques-

tions. Modifications are then made based on different concerns about whether multiple choice

questions measure beliefs. This chapter reviews the concept of belief embodied by several of the

most popular techniques for measuring political beliefs: multi-question scales, “don’t know” (DK)

response options, credence scales (e.g. confidence or certainty), techniques for reducing misre-

porting, and screeners for careless or fraudulent respondents. Collectively, existing techniques

generally succeed in capturing some function of respondents’ underlying dispositions toward the

topic stated in the question—a weak sense of belief that is consistent with Zaller’s (1992) and

Tourangeau, Rips, and Rasinski’s (2000) accounts of the nature of survey responses.

Throughout this chapter, I adopt the notion of beliefs and attitudes that is outlined in this

volume’s introduction, which may not be familiar to all readers. Consider the statement, “Dee

believes that the 2020 U.S. presidential election was not stolen.” In the terms laid out in the intro-

duction, the italicized portion is the contents of the belief, and the underlined portion (“believes”)

is Dee’s attitude toward the contents. In contrast, scholars of politics tend to distinguish attitudes

and beliefs based on their contents. To the typical scholar of politics, an attitude is a favorable or

unfavorable evaluation (Eagly and Chaiken 1993, Holbrook 2011) while a belief is an evaluation

related to what is true or false about the state of the world (Bullock and Lenz 2019). Although

content-based distinctions are useful in some contexts, the measurement techniques that survey

researchers use for attitudes and beliefs tend to follow the same set of structures. Laying aside

content-based distinctions between attitudes and beliefs enables a clearer focus on what measure-

ment techniques imply about “what believing is” and “what one is doing with ideas when one

believes them” (paraphrased from introduction).
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Believing a Survey Response

The most common approach to measuring political beliefs is a structured response (i.e.,

multiple choice) question in a survey. Some questions have as few as two response options. For

example, to measure beliefs about whether the 2020 election was stolen, the 2022 American Na-

tional Election Survey (ANES) asked, “Referring to the 2020 election, Donald Trump said ‘the

election was stolen.’ Do you believe Trump’s statement is true or false?” Similarly, to measure be-

liefs about what policies are more or less desirable, the Cooperative Election Study (CES) includes

a series of binary choice options about which policy comes closest to the respondent’s preferences.

The universal health care question, for example, asks whether they would support or oppose the

proposal “Expand Medicare to a single comprehensive public health care coverage program that

would cover all Americans.” At the high end, some questions have as many as 101 response

options. For example, beliefs about the prevalence of various groups in a population are often

measured on a scale from 0 percent to 100 percent (Ahler and Sood 2018; Peyton et al. 2022).

A naive interpretation of people’s multiple choice responses is that people hold in their mind

a “belief” about the specific proposition they have endorsed. This is known as the file drawer

model: attitudes are stable evaluations of objects, and “[w]hen asked how they feel about some-

thing, such as legalized abortion, their Uncle Harry, or anchovies on a pizza, presumably they

consult a mental file containing their evaluation. They look for the file marked abortion, Uncle

Harry, or anchovies, and report the evaluation it contains” (Wilson and Hodges 1992, 38). A

number of classic findings led survey researchers to reject file drawer-like notions of the beliefs

measured in surveys. For example, survey responses are often quite unstable over time, with some

respondents changing their answers in a seemingly random fashion (Converse 1964). The rela-

tive ordering of questions can exercise a large influence on responses, as can changes in question

wording that would appear substantively insignificant to anyone with knowledge of the issue at

hand (Schuman and Presser 1981). People express beliefs about completely made up conspiracy

theories and policy proposals, which they could not possibly have believed in prior to the survey
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(Schuman and Presser 1981; Oliver and Wood 2014).

To describe what surveys measure, researchers have developed weaker notions of the sense

in which respondents believe their answers. Zaller’s (1992) classic account holds that survey re-

spondents are generally “make it up as they go along,” drawing inferences about the words on

the page based on information that may only be tangentially related to the proposition at hand.

Similarly, Tourangeau et al. (2000) describe “a continuum corresponding to how well articulated

a respondent’s attitude is. At the more articulated end, the respondent has a preformed opinion

just waiting to be offered; at the less articulated end, the respondent has no opinion whatsoever.

Between these extremes, he or she may have a loosely related set of ideas to use in constructing

an opinion” (12). Most responses are not “readouts of stored judgments” (22). To the extent this

is true, survey responses are a projection of underlying attitudes and beliefs that may not be as

specific as, and are often only loosely related to, the wording of the question and response options.

The sense in which responses are “believed” can be as weak as the sense in which one believes a

guess on a multiple choice test.

Open-ended questions are one reasonable way around people’s tendency to endorse beliefs

that had never entered their mind prior to the survey. Open-ended questions also convey informa-

tion that may prompt responses to say things they would not have otherwise (e.g., Tourangeau et al.

2000, 41-44). However, open-ended questions cannot put words in people’s mouths and minds

in the same way that researchers and journalists do when they quote multiple choice questions

and answers as if respondents “said” or “think” those words.1 In practice, open-ended questions

clash with researchers’ desire to make generalizations about the prevalence of beliefs and to use

measures of belief in statistical analysis that relates them to other beliefs or personal traits. For

example, Thorson (2024) writes that as a first step, “[o]pen-ended questions in surveys can allow

respondents to discuss their beliefs without the bias of interviewer-provided responses ... Next, the

1Sudman et al. (1996) write, “Once respondents have formed a judgment, the interviewer usually does not allow
them to report it in their own words. Rather, they are asked to endorse one of the response alternatives provided. In
order to do this, they must format their response in line with the options given. Accordingly, the researcher’s choice
of response alternatives may strongly affect survey results” (73).
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set of misperceptions identified in this first step can be used to inform a closed-ended survey to

measure their prevalence, along with who holds them and the extent to which they are politicized”

(34). Though the open-ended step assures that at least some people hold the specific belief in

question, the closed-ended step retains the possibility that many or most responses reflect only the

weak sense of belief described by Zaller, Tourangeau, and colleagues.

Given researchers’ commitment to measuring the same belief across the entire sample, tech-

niques for measuring belief generally take structured response questions as their foundation, then

add features to address some specific reason why responses may not reflect beliefs. In what fol-

lows, I review the empirical strategies that political researchers use to address what I see as their

three biggest concerns about the relationship between beliefs and survey responses: that survey

measures are accurate on average but noisy in specific cases, that people answer survey questions

even when they do not have beliefs, and that people systematically misreport their beliefs in sur-

veys. Together, each concern and the corresponding empirical solutions embody some conception

of belief. Table 1 summarizes the following sections.

Multi-Question Scales

One strategy for dealing with findings that many respondents “deduc[e] their position on the

issue at hand from ideological predispositions or broad values” (Tourangeau et al. 2000, 172) is to

try to measure the underlying disposition rather than more specific beliefs. Researchers generally

carry out this task by asking a series of questions that are thought to be functions of the same

underlying disposition. For example, to measure conspiratorial thinking, Uscinski et al. (2016)

measure the following items on a 5-point scale from “strongly agree” to “strongly disagree.”

• Much of our lives are being controlled by plots hatched in secret places.

• Even though we live in a democracy, a few people will always run things anyway.

• The people who really ‘run’ the country, are not known to the voters.

• Big events like wars, the current recession, and the outcomes of elections are controlled by
small groups of people who are working in secret against the rest of us.
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Table 1: Summary of Measurement Approaches Discussed Below

Concern Strategies for addressing Embodied conception of belief 

Survey measures of belief 
are accurate on average but 
may be noisy. 

Ask multiple questions that are 
functions of the belief and combine 
them into a composite measure. 

Belief is a latent, general 
disposition. Survey responses are 
noisy reflections of it.  

People answer survey 
questions even when they 
don’t have a true belief. 

• Provide a “don’t know” or “not 
sure” response option. 

• Ask respondents about credence 
(e.g., how confident or certain 
they are). 

To be called a belief, a 
proposition must be believed with 
sufficient credence (the threshold 
view). DK options and certainty 
scales raise the threshold. 

People use survey 
questions in a 
systematically different 
way than the researcher 
intends, e.g. to express 
partisan sentiments. 

• Offer payments for correct 
answers. 

• Provide an opportunity to express 
desired sentiments. 

• Measure indirectly using a list 
experiment. 

• Additional strategies (see text). 

Belief is the response option that 
is closest to the respondent’s 
underlying beliefs. The measure 
of belief may still be noisy, and 
beliefs can be of any degree (i.e., 
no minimum threshold). 

People respond to surveys 
in a careless or 
mischievous manner. 

Use screening questions that are 
likely to discriminate between 
careless or mischievous respondents 
and others. 

Compatible with any conception 
of belief (because the strategy for 
addressing it is pre-screening, not 
a modification to the measure of 
belief). 

 

  Once measured, the separate questions (or “items”) are then aggregated into a single scale

that is described as measuring the latent construct, in this case conspiratorial thinking. Researchers

use a range of aggregation methods, from simply taking the average to more complex statistical

methods like factor analysis or item response theory models (Ansolabehere et al. 2008; Boateng

et al. 2018); the more closely the individual items captures the construct, the less the choice of the

procedure matters. This approach is motivated by quantitative models that posit that each response

is a combination of a “true” attitude plus noise (Achen 1975; Erikson 1979; Ansolabehere et al.

2008).

Multi-item scales are well motivated in that they embrace the minimal sense of belief in sur-

vey responses described by Zaller and others. Scales do not attempt to measure belief in specific

propositions, instead asserting only that the individual questions reflect some latent disposition.

Research on scale development recommends a number of steps to verify that this is the case, in-
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cluding pre- and post-testing with content experts and the study population (“cognitive interview-

ing”; Beatty and Willis 2007), as well as statistical checks on the items’ relationship to one another

and to the latent construct (Boateng et al. 2018).

The focus on latent dispositions is a significant limitation for researchers who want to mea-

sure belief in a specific proposition (e.g., all of the examples in this volume’s introduction). Indeed,

some researchers explicitly define beliefs as being more specific than the type of generic predispo-

sition that scales attempt to measure (Uscinski et al. 2016, 58). Relatedly, multi-item scales do not

provide any assurance that the measured belief is held with a high degree of credence.2 Multi-item

scales also do not address systematic sources of measurement error that affect all of the component

items similarly (Ansolabehere et al. 2008, 218), e.g. a systematic tendency to over-estimate small

quantities (Landy et al. 2018) or give responses that are more partisan than one’s underlying beliefs

(Bullock et al. 2015; Prior et al. 2015).

One common concern about scales is that different survey respondents may interpret them

differently. This phenomenon, known as “differential item functioning,” is thought to invalidate

between-group comparisons in many commonly used scales (Pietryka and MacIntosh 2022). How-

ever, single-item measures can suffer from the same fundamental problem (King et al. 2004). For

example, Jefferson (2024) finds that single-item measures of political ideology are interpreted dif-

ferently by people of different racial groups. Allen et al. (2022) offer a useful perspective on

validity differences between single-item measures and multi-item scales.

In sum, multi-question scales are a good choice for researchers who are comfortable with

the weak notion of belief that appears in theories of the survey response. Their key vulnerabilities

are shared by single-item measures, and their theoretical premise is consistent with research on

what surveys actually do. Researchers who are interested in beliefs in specific propositions or are

2This is sometimes obscured by language like “true attitude” or “true belief,” which to reasonable readers could
imply some form of acceptance. In the underlying theoretical models, however, the true belief is just a parameter
that is assumed to exist, and the computer will fit a value for it regardless of the sense in which people believe their
answers. In a footnote, Erikson (1979) is especially plainspoken on this point: “the term ‘non-attitude’ is technically
a misnomer in the sense that every respondent has a theoretical mean (true) position” (100).
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concerned about systematic sources of measurement error must turn to other techniques.

Don’t Know Response Options

A classic worry in the study of political beliefs is that survey responses do not reflect beliefs

about the proposition contained in the question—and may not reflect anything at all. Converse

(1964) famously argued that many survey responses were best thought of as “non-attitudes,” too

weakly believed to be considered meaningful.3

The most common approach to the concern that some responses don’t really reflect beliefs

is to provide a “don’t know” (DK) option, or some closely worded variant like “not sure.” Re-

searchers who use DK options generally hope that respondents who do not think they know the

answer will choose DK, while only those who do think they know the answer will choose between

the substantive response options. This motivation is related to the threshold view of belief (Fo-

ley 1992): one’s level of credence in their choice must cross some latent threshold in order to be

considered a belief.4

Research suggests that DK options act as a low and permeable barrier. In terms of what

DK options do filter out, studies of political knowledge find that respondents who choose DK do

not answer correctly than one would predict by chance (Sturgis et al. 2008; Bullock 2011). This

suggests that DK options primarily filter out total ignorance. However, DK options do not filter out

all of the least meaningful responses. Studying peoples’ confidence in beliefs about the economy

and politicized controversies, Graham (2021b) estimates that DK options filter out about half of

the least confident responses and about one-quarter of responses that would have been stated with
3The non-attitudes thesis, particularly the black-and-white model, is sometimes read as implying that a binary

conception of belief truly fits the data. However, Converse only said that the model was a good fit to one question,
the power and housing item; for the remainder, “a distribution of the population continuously across the total range of
response probabilities is entirely compatible with the data” (72). Later, Converse (2000) wrote that “I tried to make
clear that the [power and housing] issue was a limiting case, because of its location at the extreme boundary” but that
both his supporters and detractors “had ... a basic incomprehension of the role of limiting cases in inquiry” (338).

4Although this measurement technique mixes together knowledge and beliefs in a way that philosophers are likely
find uncomfortable, survey researchers tend not to dwell on this issue. The operational definition of knowledge in
survey research is “true belief,” without any consideration of issues like how the belief or originated or whether it is
justified.
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Figure 1: “Don’t Know” Response Options as a Permeable Barrier

1/3 have 

a belief

2/3 do not 

have a 

belief

2/3 

answer

1/3 

choose 

“don’t 

know”

1/2 of those answering do 

not have a belief

2/3 have 

a belief

1/3 do not 

have a 

belief

5/6 

answer

1/6 

choose 

“don’t 

know”

1/5 of those answering do 

not have a belief

Question A Question B

Note: Figure depicts a stylized version of the relationship between underlying beliefs and DK response option. In
each panel, the top box represents the distribution of beliefs in the population, while the bottom boxes represent
the distribution of survey responses that would obtain if half of respondents without a belief (hollow) chose DK.
Comparing the two panels illustrates that when fewer people have meaningful beliefs, more choose DK and a smaller
share of those who respond have meaningful beliefs.

middling levels of confidence. The partial success of DK options means that even though they

serve their intended purpose to some extent, it should not be taken for granted that everyone who

passes up the opportunity to say DK “believes” their answer in any strong sense.

To make the model of DK as a permeable barrier more concrete, consider the stylized ex-

ample in Figure 1, which depicts how two underlying distributions of beliefs (top boxes) translate

into a distribution of responses (bottom boxes) under some simplifying assumptions. Suppose that

all respondents either have a belief (solid people) or do not have one (hollow people). Everyone

who has a belief answers the survey question. Half of those without a belief say DK, while the

other half answer the question. On question A, 1/3 of the population lacks a belief. Since DK is a

permeable filter, half of those (1/6 of the total) say DK and 5/6 of respondents answer the question.

Among those who provide an answer, 1/5 lack a belief. On question B, 2/3 of the population lacks
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a belief. Since only half say DK, two-thirds provide an answer. Among those who answer, half

lack a belief—more than doubling relative to the scenario in which nonbelief was twice as com-

mon. The implied relationship between the proportion of DK responses and the level of credence

among those who do not say DK bears out in data: a higher percentage DK corresponds to lower

levels of response stability and confidence (Dodd and Svalastoga 1952; Graham 2021b).

In sum, though DK response options do some of what they are supposed to do, they do not

accomplish their whole purpose. A DK response option is best thought of as a permeable barrier

that provides a signal about the nature of responses across the entire sample. A high rate of DK is

a signal to researchers and audiences that many of those who provided a substantive response also

had difficulty connecting the question to their underlying beliefs.

Credence Scales

Dissatisfied with the low threshold imposed by DK responses, researchers often turn to mea-

sures of credence to identify those who truly believe their answers. In the study of attitudes (in the

sense of subjective or evaluative beliefs), researchers refer to the measure of credence as strength or

importance (Howe and Krosnick 2017). In the study of beliefs about matters that are not subjective

or evaluative, researchers refer to the credence measure as confidence or certainty (Kuklinski et al.

1998, 2000).5 Although it is intuitive that higher-credence attitudes are in some sense more mean-

ingful, evidence on their performance is mixed. In an earlier summary of this evidence, I wrote

that “[t]he few previously published tests of the strength-stability relationship find that strong at-

titudes are only modestly more stable than weak attitudes, with little focus on exactly how strong

the strongest attitudes are” (Graham 2023, 87).

Measures of credence have seen a revival of interest in recent years (e.g., Pasek, Sood and

Krosnick 2015; Lee and Matsuo 2018; Graham 2020; Peterson and Iyengar 2021) alongside ris-

ing public concern about the spread and impact of misinformation. A battery of “misinformation

5This is related to the notion of epistemic confidence (van Leeuwen 2022).
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items” was added to the ANES in 2020. Each question began by asking respondents to choose

which of two statements was more likely to be true, consistent with research showing that “acqui-

escence bias” can inflate the apparent prevalence of beliefs that are measured with agree/disagree

or true/false items (Schuman and Presser 1981; Hill and Roberts 2023). A follow-up question

asked about confidence. For example, to measure the prevalence of belief in the efficacy of an

ineffective but widely promoted cure for COVID, the ANES asked:

Which of these two statements do you think is most likely to be true?

• There is clear scientific evidence that the anti-malarial drug hydroxychloroquine
is a safe and effective treatment for COVID-19

• There is not clear scientific evidence that the anti-malarial drug hydroxychloro-
quine is a safe and effective treatment for COVID-19

How confident are you about that?

• Not at all
• A little
• Moderately
• Very
• Completely

Following Kuklinski et al. (2000), standard practice is classify those who select one of the top two

scale points on the confidence scale as having a belief, and to classify the remaining respondents

as making a guess. As with DK options, this embodies a threshold conception of belief.

Measures of credence are an unreliable means of identifying people who believe their an-

swers in a high-threshold or outright sense. Studying the ANES battery and a range of other ques-

tions designed to measure belief in misinformation, Graham (2023) finds that even respondents

who report 100 percent certain belief in falsehoods may not firmly believe them. Respondents

were asked identical questions in two surveys conducted about one to two months apart. Those

who were initially confident in the correct answers stuck to them at high rates in the follow-up sur-

vey, suggesting that they really believed the answers. Those who initially claimed to be confident in
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falsehoods were much less likely to endorse them with equal confidence again (with some variation

across the items). Graham calls such beliefs “miseducated guesses”: there is clearly something in

peoples’ heads that leads to semi-consistent endorsement of false claims about hydroxychloroquine

or the size of an electron, but it is not outright belief of the claim based on some prior exposure to

it. However, measurement properties vary from question to question. Using the same techniques,

Graham and Yair (2024a) find greater commitment among Republican respondents who endorse

the belief that the 2020 election was stolen.

Like DK options, credence scales accomplish some of what they are supposed to. However,

whether high levels of credence indicate decided beliefs or educated guesses appears to vary from

question to question. This is more likely to be a problematic for attempts to infer the prevalence of

beliefs, as is common in research on belief in misinformation and conspiracy theories (Pasek et al.

2015). It is not as likely to be problematic for research on how people react to information they

consume, such as research on truth discernment (Pennycook and Rand 2019).

Expressive Responding

Expressive responding is another reason why survey responses might not accurately reflect

respondents’ underlying beliefs. According to accounts of expressive responding, survey responses

are not just reflections of respondents’ underlying beliefs about the content of the question. Instead,

responses are contaminated by respondents’ motivation to provide responses that are favorable to

their side (Bullock et al. 2015; Prior et al. 2015). For example, as of this writing, the President of

the United States is Joe Biden, a Democrat. If asked about the state of the economy, respondents

who like Biden or Democrats might say the economy is doing well even if they think it is doing

poorly. Similarly, respondents who dislike Biden or Democrats might say the economy is doing

poorly even if they think it is doing well.

Techniques for mitigating expressive responding are distinct from the issue of credence.6

6Although some research using pay-for-correct treatments has attempted to integrate the issue of credence, these
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If successful, the techniques discussed below encourage respondents to sincerely state which re-

sponse option comes closest to their underlying beliefs or attitudes. They provide no assurance

that respondents held the belief before the survey, that they strongly believe their response, or any-

thing of the sort. For example, in a review, Bullock and Lenz (2019) consider the example of a

two-option multiple choice question. In their terms, any respondent who thinks that there is at least

a 51 percent chance that one of the two options is correct — the lowest possible threshold without

involving decimal places — “believes” their response.

Researchers use a variety of techniques to study expressive responding. The most common

is payment for correct answers. In these experiments, randomly selected respondents are offered

incentives between 10 cents and 2 dollars per question that is answered correctly. Partisan dif-

ferences are smaller in the incentive condition, suggesting that respondents were either less likely

to misreport their beliefs (“partisan cheerleading”; Bullock et al. 2015) or less likely to draw on

a biased sample of their underlying beliefs as they made their on-the-spot inferences (Prior et al.

2015). A variant of the pay-for-correct strategy offers randomly selected respondents a financial

incentive for making a correct prediction about the future (Allcott et al. 2020; Graham and Yair

2024a). An obvious limitation of the pay-for-correct is that it can only be applied to factual ques-

tions with correct answers. More subtly, there must also be a widely accepted point of reference for

determining the correct answers. Otherwise, respondents may try to anticipate what the researcher

believes to be true (Berinsky 2018).

The theory of response substitution gives rise to another paradigm for studying expressive

responding: asking the unasked question. Response substitution is the idea that people sometimes

want to answer a different question than the researcher has asked. Gal and Rucker (2011) give the

example of a restaurant with terrible food and great service. If asked at the end of the meal about

the quality of the service, one might say “terrible” in order to express their disapproval of the food.

attempts have variously failed to be robust to risk aversion and genuine uncertainty (Bullock et al. 2015), failed to
maintain measurement equivalence (Graham 2021a, Chapter 6), or do not attempt to reduce expressive responding in
the measure of credence (Peterson and Iyengar 2021).
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But if given a chance to rate the food first, one might rate the service more honestly. Researchers

who apply this paradigm to the study of politics seek to anticipate and ask the “unasked question”

that the respondent wants to answer (Yair and Huber 2020). For example, in studies of media

literacy, Democrats and Republicans often claim that opinions they agree with are verifiable facts.

This tendency is reduced when partisans are first given the opportunity to state their agreement

or disagreement with the statement (Graham and Yair 2024b). A key limitation is the need to

anticipate the specific sentiment that that the respondent wants to express.

List experiments, also known as the item count technique, were originally developed to study

sensitive traits like illegal behavior (Miller 1984). Instead of directly asking respondents about the

belief of interest, list experiments present respondents with a list of propositions and ask how many

the respondent agrees with or how many apply to them. Beginning with Kuklinski et al. (1997),

many studies have applied list experiments to the study of political beliefs. An important limitation

of this strategy is that it produces large standard errors. A range of modifications can at least partly

address this limitation (a good summary appears in Blair et al. 2020, 1305). Another limitation is

the need to format the proposition of interest and the corresponding direct question in a way that

works with the list format. This largely limits list experiments to binary agree/disagree items, with

no information about credence (e.g., no DK option).

Implausible beliefs create another opportunity to observe expressive responding. This strat-

egy takes advantage of situations in which one belief is so unlikely to be sincerely held that it

can be ruled out by assumption. Schaffner and Luks (2018) developed this strategy to study a

controversy over the relative size of the crowd at Barack Obama and Donald Trump’s presidential

inaugurations. It rained the day of Trump’s inauguration, dampening attendance. Trump claimed

that his crowd had been larger. Schaffner and Luks detected expressive responding by showing re-

spondents photos of the two crowds and asking which was larger. About 15 percent of Republicans

picked the obviously smaller crowd, defying the plain visual evidence to express an implausible

but party-congenial belief. Five years later, Ross and Levy (2023) replicated these findings but
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at smaller magnitudes, suggesting that the tendency toward expressive responding decays as the

relevant events fade from memory or lose salience. The central limitation of this strategy is that it

can only be applied when the belief in question is so implausible as to be ruled out by assumption.

Despite the variety of techniques that have been developed to study expressive responding,

the limitations attached to each technique means that in practice, researchers who suspect expres-

sive responding in a particular case may not have a good option, or at least not an obvious one.

For example, research on expressive responding about the economy does not examine the most

commonly used measures of economic perceptions, which are subjective (e.g. from the ANES,

“What do you think about the state of the economy these days in the United States? Would you say

the state of the economy is good, neither good nor bad, bad, or very bad?”). Instead, in order to

fit the pay-for-correct paradigm, researchers focus on questions about specific economic statistics

like the unemployment rate or inflation rate (Bullock et al. 2015; Prior et al. 2015), which tend to

register lower levels of partisan bias than the subjective items (Roush and Sood 2022).

Available techniques also provide little assurance as to their efficacy. When a technique

for reducing expressive responding works, researchers can reasonably infer that some expressive

responding existed. However, this provides no assurance that more expressive responding could

not have been eliminated. Similarly, if a technique does not work, it is not clear if this means

that expressive responding was absent or if the treatment was simply too weak (e.g., too small a

payment) or mistargeted (e.g., asking the wrong unasked question).7 Moreover, a central step in

most studies of expressive responding is to code questions or responses in terms of a variable that

measures the hypothesized source of bias (namely, partisanship). If expressive responding occurs

for another reason,8 the empirical analysis will not detect it even if the technique has successfully

7Though it is intuitive that some treatments could be too weak to eliminate expressive responding, evidence on
this question is limited. Though the second study in Bullock et al. (2015) is often interpreted as showing that larger
monetary incentives are more effective, the evidence does not support this claim. The article does not include a
statistical test for the difference in effects between stronger and weaker treatments, and the difference in effect sizes
between the smallest and largest payment amounts is about half a standard error (Table 4). Peterson and Iyengar (2022)
find no difference in effect sizes between incentives of different amounts.

8For example, Crowder-Meyer and Ferrı́n (2021) find that ideological gaps in fact-opinion discernment are larger
(smaller) among respondents with aligned (cross-cutting) racial identities.
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reduced it. For all of these reasons, it is easier to be sure that expressive responding is present than

it is to be sure that it is absent. The best one can do is think carefully about what approaches are

applicable to one’s case and apply multiple approaches if feasible (e.g., Berinsky 2018; Graham

and Yair 2024a).

Careless and Mischievous Responding

Researchers studying political beliefs must also contend with the possibility that respondents

are not taking the survey in good faith (Mercer et al. 2024). Some respondents rush through the

survey, carelessly clicking random buttons or failing to listen carefully to the interviewer (West-

wood et al. 2022). Others are up to no good, misrepresenting their characteristics in order to gain

eligibility for the survey or for the fun of it (Robinson-Cimpian 2014). Such respondents can sig-

nificantly inflate the apparent prevalence of beliefs and the apparent correlation between beliefs

and other personal traits, particularly when the beliefs or personal traits in question are only held

by a small portion of the population (Huang et al. 2015).

The belief that political violence is justified is a notable example of the threat from careless

responding. One popular measure of support for political violence asks respondents “How much

do you feel it is justified for [respondent’s own party] to use violence in advancing their political

goals these days?” with five response options: “Not at all,” “A little,” “A moderate amount,” “A

lot,” and “A great deal.” Respondents who choose the first option are scored as not supporting

violence, while the other four options are scored as supporting violence. Consequently, a respon-

dent choosing randomly would have an 80 percent chance of being scored as supporting violence.

Across three studies, Westwood et al. (2022) find that about two-thirds of endorsements of political

violence come from the roughly one-fourth of respondents who failed engagement checks (Table

1). Westwood and colleagues also find that respondents who genuinely endorse violence generally

have much less severe forms of violence in mind than commentators: think vandalism, not murder.

Careless responding can also inflate correlations between traits (Fan et al. 2006; Robinson-
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Cimpian 2014; Huang et al. 2015). This is because someone choosing randomly has a higher than

average probability of selecting any response option that is uncommon. When two traits are un-

common or rare, careless responding will generally inflate the correlation between them, and can

result in a larger correlation than is present in either subgroup. Sulik et al. (2023) find that careless

respondents inflate the gap between cognitive biases and delusion-like beliefs. Because extreme

levels of cognitive bias and delusion-like beliefs are both relatively uncommon, careless or inat-

tentive respondents are disproportionately likely to have both traits, thus inflating the association

between the two.

Another notable case pertains to the apparent behavioral consequences of belief in misin-

formation about COVID-19. In June 2020, a team of researchers from the Centers for Disease

Control and Prevention (CDC) published an estimate that 4 percent of Americans had drank or

gargled bleach in order to cure COVID (Gharpure et al. 2020). Seemingly adding to the credi-

bilty of these reports, respondents who reported gargling bleach were also more likely to report

plausibly related adverse health effects during the past month (e.g., nose, sinus, eye, or skin irri-

tation). In two replication studies in the same sample, Litman et al. (2023) show that all of the

alleged bleach-garglers were careless or mischievous respondents. A large majority reported other

implausible traits, such as eating concrete for its iron content, having had a fatal heart attack, or

being able to name every U.S. Senator who has ever lived. Careless respondents were also respon-

sible for the apparent correlation between bleach gargling and associated symptoms; since most

people do not experience throat irritation in any given 30-day period, careless respondents made

up a disproportionate share of this group as well.

To deal with careless responses, researchers first use screening questions to identify respon-

dents who are likely to respond carelessly. A wide variety of screening questions have been devel-

oped. Some researchers use attention checks that can only be answered correctly by respondents

who are reading carefully. For example, Berinsky et al. (2014) field a question that starts out ask-

ing about the respondent’s favorite color, then directs careful readers to choose a particular color
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rather than their favorite. Those who choose the requested color are likely to be paying attention.

Other indicators of carelessness include inconsistent reporting of demographic information like

age, self-reporting other implausible traits, changing their answer when asked the same question

again, or indicating in follow-up questions that they chose their original response by mistake (Lit-

man et al. 2023). An unusually high prevalence of traits that are widely understood to be rare, such

as opposition to abortion among young people, can also signal the likely presence of low-quality

respondents (Mercer et al. 2024). Respondents who fail these checks are often rendered ineligi-

ble for the survey or later removed from the analysis. It is also possible to impute or bound their

attitudes (Tyler et al. 2024).

Conclusion

Techniques for measuring political beliefs are dominated by multiple choice questions con-

sisting of propositions selected by researchers. The centrality of this technique is driven by what

researchers want to do with the data: quantify the prevalence of various beliefs and their statistical

associations with other beliefs or traits. Methods of assuring that survey measures reflect people’s

beliefs are appended based on various conceptions of belief. Existing techniques are pretty good

at capturing people’s general dispositions toward the words on the page, especially when a multi-

item scale is deployed. Existing techniques are inconsistent at, and sometimes bad at, measuring

beliefs in specific propositions. The success or failure of a given technique varies from question to

question depending on the underlying content of people’s beliefs.

The weak sense in which prevailing techniques reliably measure political beliefs can be

dissatisfying. Those who want to measure belief in a stronger or more specific sense should look

for evidence that specific survey questions measure belief in the specific sense of belief that one

has in mind. For example, to interrogate the sense in which Republicans who say the 2020 election

was decided by fraud believe their answers, Graham and Yair (2024a) apply a range of techniques

for detecting expressive responding and probing the reliability of measured credence. Though
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the resulting evidence is not unassailable, it provides some assurance that reports of this belief

are genuine in two specific senses: (a) they are sincere and (b) they often reflect a high level of

credence.

Regardless of one’s conception of belief, researchers need to be attentive to data quality,

especially when the belief in question is uncommon or is observed to be more prevalent among a

small subgroup of the population. Although the foundational cases in the literature on careless and

mischievous respondents came from pencil-and-paper surveys (Fan et al. 2002), these problems

may be more severe in online convenience samples, which have grown in popularity in recent

years. Even samples recruited by vendors with good reputations are vulnerable. For example,

Ansolabehere et al. (2015) and Mercer et al. (2024) find that widely-circulated statistics based on

YouGov samples were likely to have been products of a collision between careless or fraudulent

responding, rare traits, and small population subgroups.

Despite the reasons to be pessimistic about the current state of practice, there are also rea-

sons for optimism. The survey research community has a strong commitment to improvement,

as illustrated by its forthright and detailed responses to well-known forecasting errors in pres-

idential polling. Indeed, the critiques levied here are only possible because of this culture of

self-interrogation. At the end of the day, the fundamental reason that our expectations for surveys

outstrip their capabilities is the lack of a better option for learning what we want to know. Contin-

uing the rich tradition of careful examination of the relationship between theory and practice will

help the study of political beliefs continue to improve as a cognitive science.
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